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ABSTRACT
The rapid popularization of digital cameras and mobile phone
cameras has lead to an explosive growth of consumer photo
collections. In this paper, we present a (quasi) real-time tex-
tual query based personal photo retrieval system by leverag-
ing millions of web images and their associated rich textual
descriptions (captions, categories, etc.). After a user pro-
vides a textual query (e.g., “pool”), our system exploits the
inverted file method to automatically find the positive web
images that are related to the textual query“pool” as well as
the negative web images which are irrelevant to the textual
query. Based on these automatically retrieved relevant and
irrelevant web images, we employ two simple but effective
classification methods, 𝑘 Nearest Neighbor (kNN) and deci-
sion stumps, to rank personal consumer photos. To further
improve the photo retrieval performance, we propose three
new relevance feedback methods via cross-domain learning.
These methods effectively utilize both the web images and
the consumer images. In particular, our proposed cross-
domain learning methods can learn robust classifiers with
only a very limited amount of labeled consumer photos from
the user by leveraging the pre-learned decision stumps at in-
teractive response time. Extensive experiments on both con-
sumer and professional stock photo datasets demonstrated
the effectiveness and efficiency of our system, which is also
inherently not limited by any predefined lexicon.
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1. INTRODUCTION
With the rapid popularization of digital cameras and mo-

bile phone cameras, retrieving images from enormous collec-
tions of personal photos has become an important research
topic and practical problem at the same time. In the re-
cent decades, many Content Based Image Retrieval (CBIR)
systems [21, 23, 24, 37] have been proposed. These sys-
tems usually require users to provide images as queries to
retrieve personal photos, i.e., under the query by example
framework. However, the paramount challenge in CBIR is
the so-called semantic gap between the low-level visual fea-
tures and the high-level semantic concepts. To bridge the
semantic gap, relevance feedback methods were proposed to
learn the user’s intentions.
For consumer applications, it is more natural for the user

to retrieve the desirable personal photos using textual queries.
To this end, image annotation is commonly used to classify
images with respect to high-level semantic concepts. This
can be used as intermediate stage for textual query based
image retrieval because the semantic concepts are analogous
to the textual terms describing document contents. In gen-
eral, the image annotation methods can be classified into two
categories, learning-based methods and web-based methods
[16]. Learning-based methods build robust classifiers based
on a fixed corpus of labeled training data, and then use the
learned classifiers to detect the presence of the predefined
concepts in the test data. On the other hand as an emerg-
ing paradigm, web-based methods leverage millions of web
images and the associated rich textual descriptions for image
annotation.
Recently, Chang et al.presented the first systematic work

for consumer video annotation. Their system can automat-
ically detect 25 predefined semantic concepts, including oc-
casions, scenes, objects, activities and sounds [3]. Observing
that the personal photos are usually organized into collec-
tions by time, location and events, Cao et al. [2] proposed
a label propagation method to propagate the concept la-
bels from part of personal images to the other photos in
the same album. In [16], Jia et al.proposed a web-based
annotation method to obtain the conceptual labels for im-
age clusters only, followed by a graph-based semi-supervised
learning method to propagate the conceptual labels to the
whole photo album. However, to obtain the initial annota-
tions, the users are required to describe each photo album
using textual terms, which are then submitted to an online
image server (such as Flickr.com) to search for thousands of
images related by the keywords. Therefore, the annotation
performance of this method depends heavily on the textual



terms provided by the users and the search quality of the
web image server.
In this work, we propose a real-time textual query based

retrieval system, which directly retrieves the desirable per-
sonal photos without undergoing any intermediate image an-
notation process. Our work is motivated by the advances in
Web 2.0 and the recent advances of web-based image anno-
tation techniques [16, 19, 25, 26, 28, 29, 31, 32]. Everyday,
rich and massive social media data (texts, images, audios,
videos, etc.) are posted to the web. Web images are gen-
erally accompanied by rich contextual information, such as
tags, categories, titles, and comments. In particular, we have
downloaded about 1.3 million images and the corresponding
high quality surrounding textual descriptions (titles, cate-
gories, descriptions, etc.) from photo forum Photosig.com1.
Note that in contrast to Flickr.com, the quality of the images
can be considered higher and visually more characteristic of
semantics of the corresponding textual descriptions. After
the user provides a textual query (e.g., “pool”), our system
exploits the inverted file to automatically retrieve the pos-
itive web images, which have the textual query “pool” in
the surrounding descriptions, as well as the negative web
images, whose surrounding descriptions do not contain the
query“pool”and its descendants (such as “natatorium”, “cis-
tern”, etc.) according to WordNet [11]. The inverted file
method has been successfully used in information retrieval
to efficiently find all text documents where a given word oc-
curs [34]. Based on these automatically retrieved positive
and negative web images, we employ classifiers, such as 𝑘
Nearest Neighbor (kNN) and decision stumps, to rank the
photos in the personal collections.
To improve the retrieval performance in CBIR, relevance

feedback has been frequently used to acquire the search in-
tention from the user. However, most of the users would
prefer to label only a few images in a limited feedback, which
frequently degrades the performance of the typical relevance
feedback algorithms. A brute-force solution is to use a large
number of web images and a limited amount of feedback im-
ages for relevance feedback. However, the classifiers trained
from both the web images and labeled consumer images may
perform poorly because the feature distributions from these
two domains can be drastically different. To address this
problem, we further propose three new cross-domain learn-
ing methods to learn robust classifiers (referred to as tar-
get classifiers) using only a limited number of labeled feed-
back images by leveraging the pre-learned decision stump
ensemble classifier (referred to as auxiliary classifier). In
particular, we first proposed a simple cross-domain learning
method by directly combining the auxiliary classifier and
SVM learned in the target domain. Then, we propose Cross-
Domain Regularized Regression (CDRR) by introducing a
new regularization term into regularized regression. This
regularization term enforces a constraint such that the tar-
get classifier produces similar decision values as the auxiliary
classifier on the unlabeled consumer photos. Finally, we also
propose a Hybrid scheme to take the advantages of the above
two methods. It will be shown by the experimental results
that our Hybrid method can significantly improve the final
retrieval performance at interactive response time.
It is worth noting that the techniques used in Google im-

age search cannot be directly used for textual query based

1http://www.photosig.com/

consumer photo retrieval. Google image search2 can only
retrieve web images which are identifiable by rich seman-
tic textual descriptions (such as filename, surrounding texts,
and URL). However, raw consumer photos from digital cam-
eras do not contain such semantic textual descriptions. In
essence, we exploit a large-scale collection of web images
and their rich surrounding textual descriptions as the train-
ing data to help retrieve the new input data in the form of
raw consumer photos.
The main contributions of this paper include:

∙ We introduce a new framework for textual query based
consumer photo retrieval by leveraging millions of web
images and their associated rich textual descriptions.
This framework is also inherently not limited by any
predefined lexicon.

∙ Our proposed Hybrid approach further improves the
photo retrieve performance by using the pre-learned
classifier (auxiliary classifier) from loosely labeled web
images, and precisely labeled consumer photos from
relevance feedback.

∙ Our Hybrid approach significantly outperforms other
cross-domain learning methods and two manifold rank-
ing and SVM based relevance feedback methods [13,
37].

∙ Our system achieves interactive time (or quasi real-
time) response thanks to the combined efficiency of
decision stump classifiers, CDRR, and a number of
speed-up techniques, including the utilization of the
inverted file method to efficiently search relevant and
irrelevant web images, PCA to reduce feature dimen-
sion, and the parallelization scheme OpenMP to take
advantage of multiple threads.

The remainder of this paper is organized as follows. Sec-
tions 2 and 3 provide brief reviews of two related areas,
content based image retrieval and image annotation. The
proposed textual query based consumer photo retrieval sys-
tem will be introduced in Section 4. Extensive experimental
results will be presented in Section 5, followed by concluding
remarks in the final section.

2. RELATED WORK IN CONTENT BASED
IMAGE RETRIEVAL (CBIR)

Over past decades, a large number of CBIR systems have
been developed to retrieve images from image databases in
the hope for returns semantically relevant to the user’s query
image. Interested readers can refer to two comprehensive
surveys in [22, 6] for more details. However, in consumer
applications, it is more convenient for a user to supply a
textual query when performing image retrieval.
It is well-known that the major problem in CBIR is the

semantic gap between the low-level features (color, texture,
shape, etc.) and the high-level semantic concepts. Relevance
feedback has proven to be an effective technique to improve
the retrieval performance of CBIR systems. The early rel-
evance feedback methods directly adjusted the weights of
various features to adapt to the user’s intention [21]. In
[38], Zhou and Huang proposed Biased Discriminant Analy-
sis (BDA) to select a small set of discriminant features from
a large feature pool for relevance feedback. Support Vector

2Fergus et al. proposed to use parts-based model to improve
Google image search results in [12].



Machines (SVM) based relevance feedback techniques [23,
24, 37] were also proposed. The above methods have demon-
strated promising performance for image retrieval, when a
sufficient number of labeled images are marked by the users.
However, users typically mark a very limited number of feed-
back images during the relevance feedback process, and this
practical issue can significantly degrade the retrieval per-
formance of these techniques [21, 23, 24, 37, 38]. Semi-
supervised learning [14, 15] and active learning [15, 24] have
also been proposed to improve the performance of image re-
trieval. He [14] used the information from relevance feedback
to construct a local geometrical graph to learn a subspace
for image retrieval. Hoi et al. [15] applied active learning
strategy to improve the retrieval performance of Laplacian
SVM. However, these methods usually require manifold as-
sumption of unlabeled images, which may not hold with un-
constrained consumer photos.
In this paper, we propose a (quasi) real-time textual query

based retrieval system to directly retrieve the desired pho-
tos from personal image collections by leveraging millions
of web images together with the accompanying textual de-
scriptions. In addition, we also propose three efficient cross-
domain relevance feedback methods to learn robust classi-
fiers by effectively utilizing the rich but perhaps loosely an-
notated web images as well as the limited feedback images
marked by the user. Cross-domain methods have been used
in real applications, such as sentiment classification, text
categorization, and video concept detection [1, 7, 8, 9, 17,
36]. However, these methods are either variants of SVM or
in tandem with SVM or other kernel methods, making it in-
efficient for large-scale applications. In addition, the recent
cross-domain learning works on image annotation [8, 9, 17,
36] only cope with the cross-domain cases on news videos
captured from different years or different channels. In con-
trast, this work tackles a more challenging cross-domain case
from the web image domain to the consumer photo domain.

3. RELATED WORK IN IMAGE
ANNOTATION

Image annotation is an important task and closely related
to image retrieval. The methods can be classified into two
categories, learning-based methods and web-based methods
[16]. In learning-based methods [2, 3, 18], robust classifiers
(also called models or concept detectors) are first learned
based on a large corpus of labeled training data, and then
used to detect the presence of the concepts in any test data.
However, the current learning-based methods can only an-
notate at most hundreds of semantic concepts, because the
concept labels of the training samples need to be obtained
through time consuming and expensive human annotation.
Recently, web-based methods were developed and these

methods can be used to annotate general images. Zhang
and his colleagues have proposed a series of works [19, 28,
29, 31, 32] to utilize images and the associated high qual-
ity descriptions (such as surrounding title and category) in
photo forums (e.g., Photosig.com and Photo.net) to anno-
tate general images. On a given query image, their system
first searches for similar images among those downloaded
images from the photo forums, and then “borrows” rep-
resentative and common descriptions (concepts) from the
surrounding descriptions of these similar images as the an-
notation for the query image. The initial system [31] re-

quires the user to provide at least one accurate keyword to
speed up the search efficiency. Subsequently, an approx-
imate yet efficient indexing technique was proposed, such
that the user no longer needs to provide keywords [19]. An
annotation refinement algorithm [28] and a distance metric
learning method [29] were also proposed to further improve
the image annotation. Torralba et al. [25] collected about
80 million tiny images (color images with the size of 32 by
32 pixels), each one of which is labeled with one noun from
WordNet. They demonstrated that with sufficient samples,
a simple kNN classifier can achieve reasonable performance
for several tasks such as image annotation, scene recogni-
tion, and person detection and localization. Subsequently,
Torralba et al. [26] and Weiss et al. [33] also developed two
indexing methods to speed up the image search process by
representing each image with less than a few hundred bits.
It is possible to perform textual query based image re-

trieval by using image annotation as intermediate stage.
Since the image annotation process needs to be performed
before textual query based consumer photo retrieval, the
user needs to perform image annotation again to assign these
new textual terms to all the personal images, when the new
text queries provided by the user are out of the current set of
vocabularies. In addition, these image annotation methods
do not provide a metric to rank the images.

4. TEXTUAL QUERY BASED CONSUMER
PHOTO RETRIEVAL

In this Section, we will present our proposed framework
on how to utilize a large collection of web images to as-
sist image retrieval using textual query for consumer photos
from personal collections. It is noteworthy that myriads of
web images are readily available on the Internet. These web
images are usually associated with rich textual descriptions
(referred to as surrounding texts hereon) related to the se-
mantics of the web images. These surrounding texts can be
used to extract high-level semantic labels for the web im-
ages without any cost of labor-intensive annotation efforts.
In this framework, we propose to apply such valuable Inter-
net assets to to facilitate textual query based image retrieval.
Recall that the consumer photos (from personal collections)
are usually organized in folders without any indexing to fa-
cilitate textual queries. To automatically retrieve consumer
photos using textual queries, we choose to leverage millions
of web images 3 and their surrounding texts as the bridge
between the domains of the web images and the consumer
photos.

4.1 Proposed Framework
The architecture of our proposed framework is depicted

in Figure 1. It consists of several machine learning mod-
ules. The first module of this framework is automatic web
image retrieval, which first interprets the semantic concept
of textual queries by a user. Based on the semantic concept
andWordNet, the sets of relevant and irrelevant web images
are retrieved from the web image database using the inverted
file method [34]. The second module then uses these relevant
and irrelevant web images as a labeled training set to train
classifiers (such as kNN, decision stumps, SVM, and boost-

3One can assume that such a large-scale web image database
contains sufficient images to cover almost all daily-life se-
mantic concepts.
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Figure 1: Textual Query Based Consumer Photo Retrieval System.

ing). These classifiers are then used to retrieve potentially
relevant consumer photos from personal collections. To fur-
ther improve the retrieval performance, relevance feedback
and cross-domain learning techniques are employed in the
last module to refine the image retrieval results.

4.2 Automatic Web Image Retrieval
In this framework, we first collect a large set of web images

with surrounding texts related to a set of almost all daily-
life semantic concepts 𝒞𝑤 from Photosig.com. Stop-word
removal is also used to remove the high-frequency words
from 𝒞𝑤 that are not meaningful. Then, we assume that the
set of all concepts in a personal collection 𝒞𝑝 is a subset of
𝒞𝑤. In other words, almost all the possible concepts in a
personal collection can be expected to be present in the web
image database. Then, we construct the inverted file, which
has an entry for each word 𝑞 in 𝒞𝑤, followed by a list of all
the images that contain the word 𝑞 in the surrounding texts.
For any textual query 𝑞, we can efficiently retrieve all web

images whose surrounding texts contain the word 𝑞 by us-
ing the pre-constructed inverted file. These web images can
be deemed as relevant images. For irrelevant web images,
we use WordNet [11, 25], which models semantic relation-
ships for commonly-used words, to define the set 𝒞𝑠 as the
descendant texts of 𝑞. Figure 2 shows the subtree repre-
senting the two-level descendants of the keyword “pool” in
WordNet. Based on this subtree, one can retrieve all irrel-
evant web images that do not contain any word in 𝒞𝑠 in
the surrounding texts. Thereafter, we can denote these au-
tomatically annotated (relevant and irrelevant) web images
as 𝐷𝑤 = (x𝑤

𝑖 , 𝑦
𝑤
𝑖 )∣𝑛𝑤

𝑖=1, where x𝑤
𝑖 is the 𝑖th web image and

𝑦𝑤
𝑖 ∈ {±1} is the label of x𝑤

𝑖 .

4.3 Consumer Photo Retrieval
As discussed in Section 4.2, with the surrounding texts,

we can automatically obtain annotated web images𝐷𝑤 based
on the textual query. These annotated web images can be
used as the training set for building classifiers. Any classi-
fiers (such as SVM or Boosting) can be used in our frame-
work. However, considering that the size of the web images
in𝐷𝑤 can be up to millions, direct training of complex classi-
fiers (e.g., non-linear SVM and boosting) may not be feasible
for real-time consumer photo retrieval. We therefore choose
two simple but effective classifiers 𝑘 Nearest Neighbors and
Decision Stump Ensembles4.

4Boosting using decision stumps has shown state-of-the-art

4.3.1 𝑘 Nearest Neighbors
For the given relevant web images in 𝐷𝑤 (i.e., web images

with 𝑦𝑤
𝑖 = 1), the simplest method to retrieve the target

consumer photos is to compute the average distance between
each consumer photo and its 𝑘 nearest neighbors (kNN) from
the relevant web images (says, 𝑘 = 300). Then, we rank all
consumer photos with respect to the average distances to
their 𝑘 nearest neighbors.

pool

natatorium cistern

lido sink

……

……

Figure 2: The subtree representing the two-level de-
scendants of “pool” in WordNet.

4.3.2 Asymmetric Bagging with Decision Stumps
Note that the kNN approach cannot account for the ir-

relevant photos for consumer photo retrieval. To improve
the retrieval performance, we can use both the relevant and
irrelevant web images in 𝐷𝑤 to train decision stump ensem-
bles classifier. In particular, the size of the irrelevant images
(up to millions) can be much larger than that of the relevant
images, so the class distribution in 𝐷𝑤 can be very unbal-
anced. To avoid such a highly skewed distribution in the
annotated web images, following the method proposed in
[23], we randomly sample a fixed number of irrelevant web
images as the negative samples, and combine the relevant
web images as the positive samples to construct a smaller
training set.
After sampling, a decision stump 𝑓𝑑(x) = ℎ(𝑠𝑑(𝑥𝑑 − 𝜃𝑑))

is learned by finding the sign 𝑠𝑑 ∈ {±1} and the threshold
𝜃𝑑 ∈ ℜ of the 𝑑th feature 𝑥𝑑 of the input x such that the
threshold 𝜃𝑑 separates both classes with a minimum training

performance in face detection [27], in which the training of
boosting classifier is performed in an offline way. Boosting
is not suitable for our real-time online image retrieval appli-
cation because of its high computational cost.



error 𝜖𝑑 on the smaller training set. For discrete output,
ℎ(𝑥) is the sign function, that is, ℎ(𝑥) = 1 if 𝑥 > 0; and
ℎ(𝑥) = −1, otherwise. For continuous output, ℎ(𝑥) can be
defined as the symmetric sigmoid activation function, i.e.,

ℎ(𝑥) = 1−exp(−𝑥)
1+exp(−𝑥)

. The threshold 𝜃𝑑 can be determined by

sorting all samples according to the feature 𝑥𝑑, and scanning
the sorted feature values. In this way, the decision stump
can be found efficiently. Next, the weighted ensembles of
these decision stumps are computed for prediction, i.e.,

𝑓𝑠(x) =
∑
𝑑

𝛾𝑑ℎ(𝑠𝑑(𝑥𝑑 − 𝜃𝑑)) (1)

Here, we use the continuous output of ℎ(𝑥), and the weight
𝛾𝑑 for each stump is set to 0.5− 𝜖𝑑, where 𝜖𝑑 is the training
error rate of the 𝑑th decision stump classifier. 𝛾𝑑 is further
normalized such that

∑
𝑑 𝛾𝑑 = 1.

To remove the possible side effect of random sampling
of the irrelevant images, the whole procedure is repeated
100 times by using different randomly sampled irrelevant
web images. Finally, the average output is used for robust
consumer photo retrieval. This sampling strategy is also
known as Asymmetric Bagging5 [23].

4.4 Relevance Feedback via Cross-Domain
Learning

With Relevance Feedback (RF), we can obtain a limited
number of relevant and irrelevant consumer photos from the
user to further refine the image retrieval results. However,
the feature distributions of photos from different domains
(web images and consumer photos) may differ tremendously
and thus have very different statistical properties (in terms
of mean, intra-class and inter-class variance). To differ-
entiate the images from these two domains, we define the
labeled and unlabeled data from the consumer photos as
𝐷𝑇

𝑙 = (x𝑇
𝑖 , 𝑦

𝑇
𝑖 )∣𝑛𝑙

𝑖=1 and𝐷𝑇
𝑢 = x𝑇

𝑖 ∣𝑛𝑙+𝑛𝑢
𝑖=𝑛𝑙+1, respectively, where

𝑦𝑇
𝑖 ∈ {±1} is the label of x𝑇

𝑖 . We further denote 𝐷𝑤 as the
data set from the source domain, and 𝐷𝑇 = 𝐷𝑇

𝑙 ∪𝐷𝑇
𝑢 as the

data set from the target domain with the size 𝑛𝑇 = 𝑛𝑙+𝑛𝑢.

4.4.1 Cross-Domain Learning
To utilize all training data from both consumer photos

(target domain) and web images (source domain) for image
retrieval, one can apply cross-domain learning methods [35,
36, 7, 4, 17, 8, 9]. Yang et al. [36] proposed Adaptive Support
Vector Machine (A-SVM), where a new SVM classifier 𝑓𝑇 (x)
is adapted from an existing auxiliary SVM classifier 𝑓𝑠(x)
trained with the data from the source domain. Specifically,
the new decision function is formulated as:

𝑓𝑇 (x) = 𝑓𝑠(x) + Δ𝑓(x), (2)

where the perturbation function Δ𝑓(x) is learned using the
labeled data 𝐷𝑇

𝑙 from the target domain. As shown in
[36], the perturbation function can be learned by solving
quadratic programming (QP) problem which is similar to
that of SVM.
Besides A-SVM, many existing works on cross-domain

learning attempted to learn a new representation that can
bridge the source domain and the target domain. Jiang
et al. [17] proposed cross-domain SVM (CD-SVM), which
uses 𝑘-nearest neighbors from the target domain to define a

5In [23], the base classifier used in asymmetric bagging is
SVM.

weight for each auxiliary pattern, and then the SVM clas-
sifier is trained with re-weighted samples. Daumé III [7]
proposed the Feature Augmentation method to augment fea-
tures for domain adaptation. The augmented features are
used to construct a kernel function for kernel methods. Note,
most cross-domain learning methods [35, 36, 7, 17] do not
consider the use of unlabeled data in the target domain. Re-
cently, Duan et al.proposed a cross-domain kernel-learning
method, referred to as Domain Transfer SVM (DTSVM) [8],
and a multiple-source domain adaptation method, Domain
Adaptation Machine (DAM) [9]. However, these methods
are either variants of SVM or in tandem with SVM or other
kernel methods. Therefore, these methods may not be effi-
cient enough for large-scale retrieval applications.

4.4.2 Cross-Domain Combination of Classifiers
To further improve photo retrieval performance, the brute-

force solution is to combine the web images and the anno-
tated consumer photos to re-train a new classifier. How-
ever, the feature distributions of photos from different do-
mains are drastically different, making such classifier per-
form poorly. Moreover, it is also inefficient to re-train the
classifier using the data from both domains for online rel-
evance feedback. To significantly reduce the training time,
the classifier 𝑓𝑠(x) discussed in Section 4.3 can be reused as
the auxiliary classifier for relevance feedback. Here, we pro-
pose a simple cross-domain learning method, referred to as
DS S+SVM T. This method simply combines the weighted
ensembles of the decision stumps learned from the labeled
data in the source domain 𝐷𝑤 (referred to as DS S), and
the SVM classifier learned from limited labeled data in the
target domain 𝐷𝑇

𝑙 (referred to as SVM T). The output of
SVM T is also converted into the range [−1, 1] by using the
symmetric sigmoid activation function and then the outputs
of DS S and SVM T are combined with equal weights.

4.4.3 Cross-Domain Regularized Regression
Besides DS S+SVM T, we also introduce a new learn-

ing method, namely Cross-Domain Regularized Regression
(CDRR). In the sequel, we denote the transpose of vector
or matrix by the superscript ′. For the 𝑖-th sample x𝑖,
we denote 𝑓𝑇

𝑖 = 𝑓𝑇 (x𝑖) and 𝑓𝑠
𝑖 = 𝑓𝑠(x𝑖), where 𝑓𝑇 (x)

is the target classifier and 𝑓𝑠(x) is the pre-learnt auxil-
iary classifier. Let us also denote 𝒇𝑇

𝑙 = [𝑓𝑇
1 , . . . , 𝑓𝑇

𝑛𝑙
]′ and

y𝑇
𝑙 = [𝑦𝑇

1 , . . . , 𝑦
𝑇
𝑛𝑙
]′. The empirical risk functional of the

𝑓𝑇 (x) on the labeled data in the target domain is:

1

2𝑛𝑙

𝑛𝑙∑
𝑖=1

(𝑓𝑇
𝑖 − 𝑦𝑇

𝑖 )
2 =

1

2𝑛𝑙
∥𝒇𝑇

𝑙 − y𝑇
𝑙 ∥2. (3)

For the unlabeled target patterns 𝐷𝑇
𝑢 in the target domain,

let us define the decision values from the target classifier
and the auxiliary classifier as 𝒇𝑇

𝑢 = [𝑓𝑇
𝑛𝑙+1, . . . , 𝑓

𝑇
𝑛𝑇

]′ and
𝒇𝑠
𝑢 = [𝑓𝑠

𝑛𝑙+1, . . . , 𝑓
𝑠
𝑛𝑇

]′, respectively. We assume that the

target classifier 𝑓𝑇 (x) should have similar decision values as
the pre-computed auxiliary classifier 𝑓𝑠(x) [9]. We propose
a regularization term to enforce that the label predictions
of the target decision function 𝑓𝑇 (x) on the unlabeled data
𝐷𝑇

𝑢 in the target domain should be similar to the label pre-
dictions by the auxiliary classifier 𝑓𝑠(x) (see Figure 3), i.e.,

1

2𝑛𝑢

𝑛𝑇∑
𝑖=𝑛𝑙+1

(𝑓𝑇
𝑖 − 𝑓𝑠

𝑖 )
2 =

1

2𝑛𝑢
∥𝒇𝑇

𝑢 − 𝒇𝑠
𝑢∥2. (4)



We simultaneously minimize the empirical risk of labeled
patterns in (3) and the penalty term in (4). The proposed
method is then formulated as follows:

min
𝑓𝑇

Ω(𝑓𝑇 ) + 𝐶

(
𝜆

2𝑛𝑙
∥𝒇𝑇

𝑙 − y𝑇
𝑙 ∥2 + 1

2𝑛𝑢
∥𝒇𝑇

𝑢 − 𝒇𝑠
𝑢∥2

)
, (5)

where Ω(𝑓𝑇 ) is a regularizer to control the complexity of
the target classifier 𝑓𝑇 (𝑥), the second term is the prediction
error of the target classifier 𝑓𝑇 (𝑥) on the target labeled pat-
terns 𝐷𝑇

𝑙 , and the last term controls the agreement between
the target classifier and the auxiliary classifier on the unla-
beled samples in 𝐷𝑇

𝑢 , and 𝐶 > 0 and 𝜆 > 0 are the tradeoff
parameters for the above three terms.

Labeled
Photos

Auxiliary
Classifier

Unlabeled 
Photos

Consumer 
Photos

Relevant/
Irrelevant

Web Images

Prediction

Training

Figure 3: Illustration of Cross-Domain Regularized
Regression.

Assume that the target decision function is a linear re-
gression function, i.e., 𝑓𝑇 (x) = w′x for image retrieval, and
the regularizer Ω(𝑓𝑇 ) = 1

2
∥w∥2, then the weight vector w

in the structural risk functional (5) can be solved efficiently
by a linear system(

I +
𝐶𝜆

𝑛𝑙
X𝑙X

′
𝑙 +

𝐶

𝑛𝑢
X𝑢X′

𝑢

)
w =

𝐶𝜆

𝑛𝑙
X𝑙y

𝑇
𝑙 +

𝐶

𝑛𝑢
X𝑢f𝑠𝑢, (6)

where X𝑙 = [x𝑇
1 , . . . ,x

𝑇
𝑛𝑙
] and X𝑢 = [x𝑇

𝑛𝑙+1, . . . ,x
𝑇
𝑛𝑇

] are the
data matrix of labeled and unlabeled consumer photos, and
I is the identify matrix. Thus, we have the closed-form solu-

tion w =
(
I + 𝐶𝜆

𝑛𝑙
X𝑙X

′
𝑙 +

𝐶
𝑛𝑢

X𝑢X′
𝑢

)−1 (
𝐶𝜆
𝑛𝑙

X𝑙y
𝑇
𝑙 + 𝐶

𝑛𝑢
X𝑢f𝑠𝑢

)
.

4.4.4 Hybrid Method
Finally, we propose a hybrid method to take the advan-

tages of DS S+SVM T and CDRR. After the user marks
the consumer photos in each feedback round, we measure
the average distance 𝑑 between the labeled positive images
and their 𝜌 nearest neighbor consumer photos (𝜌 is set as
30 in this work). We observe that: when 𝑑 is larger than a
threshold 𝜖, DS S+SVM T is generally better than CDRR;
otherwise, CDRR generally outperforms DS S+SVM T. We
therefore propose a Hybrid approach, in which DS S+SVM T
or CDRR is chosen as the relevance feedback method based
on the value of 𝜖.

5. EXPERIMENTS
We evaluate the performance of our proposed framework

for textual query based consumer photo retrieval. First,
we compare the retrieval performances of the kNN classi-
fier based method and the decision stump classifier based
method without using relevance feedback. Second, we eval-
uate the performance of our proposed relevance feedback
methods DS S+SVM T and CDRR.

5.1 Dataset and Experimental Setup
We have downloaded about 1.3 million photos from the

photo forum Photosig as the training dataset. Most of the
images are accompanied by rich surrounding textual descrip-
tions (e.g., title, category and description). After remov-
ing the high-frequency words that are not meaningful (e.g.,
“the”, “photo”, “picture”), our dictionary contains 21,377
words, and each image is associated with about five words
on the average. Similarly to [32], we also observed that the
images in Photosig generally are high resolution with the
sizes varying from 300 × 200 to 800 × 600. In addition, the
surrounding descriptions more or less describe the semantics
of the corresponding images.
We test the performance of our retrieval framework on two

datasets. The first test dataset is derived under an agree-
ment from the Kodak Consumer Video Benchmark Dataset
[20], which was collected by Eastman Kodak Company from
about 100 real users over the period of one year. In this
dataset, 5,166 key-frames (the image sizes vary from 320 ×
240 to 640×480) were extracted from 1,358 consumer video
clips. Key-frame based annotation were performed by the
students at Columbia University to assign binary labels (pres-
ence or absence) for each visual concept. To the best of our
knowledge, this dataset is the largest annotated dataset from
personal collections. 25 semantic concepts were defined, in-
cluding 22 visual concepts and three audio-related concepts
(i.e.,“singing” , “music” and “cheer”). We also combine two
concepts “group of two” and “group of three or more” into
a single concept“people”for the convenience of searching the
relevant and irrelevant images from the Photosig web image
dataset. Observing that the keyframes from the same video
clip are generally near duplicate images, we select only the
first keyframe from each video clip in order to fairly compare
different algorithms. In total, we test our framework on 21
visual concepts and with 1,358 images.
The second test dataset is the Corel stock photo dataset

[30]. We recognized that Corel is not a consumer photo
collection, but decided to include it nevertheless because it
was used in other studies and also represents a cross-domain
case. We use the same subset as in [10], in which 4,999 im-
ages (the image sizes are 192×128 or 128×192) are manually
annotated in terms of over 370 concepts. Since many con-
cepts have very few images, we only chose 43 concepts that
contain at least 100 images.
In our experiments, we use three types of global features.

For Grid Color Moment (GCM), we extract the first three
moments of three channels in the LAB color space from each
of the 5 × 5 fixed grid partitions, and aggregate the fea-
tures into a single 225-dimensional feature vector. The Edge
Direction Histogram (EDH) feature includes 73 dimensions
with 72 bins corresponding to edge directions quantized in
five angular bins and one bin for non-edge pixels. Similarly
to [5], we also extract 128-𝐷 Wavelet Texture (WT) fea-
ture by performing Pyramid-structured Wavelet Transform
(PWT) and Tree-structured Wavelet Transform (TWT). Fi-
nally, each image is represented as a single 426-D vector by
concatenating three types of global features. Please refer to
[5] for more details about the features.
For the training dataset photosig, we calculate the original

mean value 𝜇𝑑 and standard deviation 𝜎𝑑 for each dimension
𝑑, and also normalize all dimensions to zero mean and unit
variance. We also normalize two test datasets (i.e., Kodak
and Corel) by using 𝜇𝑑 and 𝜎𝑑.



To improve the speed and reduce the memory cost, we
further perform Principal Component Analysis (PCA) using
all the images in the photosig dataset. We observe that the
first 𝑛𝑑 = 103 principal components are sufficient to preserve
90% energy. Therefore, all the images in training and test
datasets are projected into the 103-𝐷 space after dimension
reduction.

5.2 Retrieval without Relevance Feedback
Considering that the queries by the CBIR methods and

our framework are different in nature, we cannot compare
our work with the existing CBIR methods before relevance
feedback. We also cannot compare the retrieval performance
of our framework with web-based annotation methods, be-
cause of the following two aspects: 1) These prior works [19,
25, 26, 28, 31, 32] only output binary decisions (presence
or absence) without providing a metric to rank the personal
photos; 2) An initial textual term is required before image
annotation in [16, 31, 32] and their annotation performances
depend heavily on the correct textual term, making it dif-
ficult to fairly compare their methods with our automatic
technique. However, we notice that the previous web-based
image annotation methods [19, 25, 26, 28, 31, 32] all used
kNN classifier for image annotation, possibly owning to its
simplicity and effectiveness. Therefore, we directly compare
the retrieval performance of decision stumps and the base-
line kNN classifier.
Suppose a user wants to use the textual query 𝑞 to retrieve

the relevant personal images. For both methods, we ran-
domly select 𝑛𝑝 = min(10000, 𝑛𝑞) positive web images from
photosig dataset, where 𝑛𝑞 is the total number of images that
contain the word 𝑞 in the surrounding textual descriptions.
Kodak and Corel datasets contain 61 distinct concepts in
total (concept “beach”, “boat” and “people” appear in both
datasets). The average number of selected positive sam-
ples of all the 61 concepts is 3703.5, and Figure 4 plots the
number of positive samples for each concept. For decision
stumps, we also randomly choose 𝑛𝑝 negative samples with
𝑛𝑠 repetitions (𝑛𝑠 is set to 100 in this work), and in total
we train 𝑛𝑠 × 𝑛𝑑 = 10300 decision stumps. The 20% deci-
sion stumps with the largest training error rates are removed
before computing the weighted ensemble output.
There are 21 concept names from Kodak dataset and 43

concept names of Corel dataset, respectively. They are used
as textual queries to perform image retrieval. Precision (de-
fined as the percentage of relevant images in the top 𝐼 re-
trieved images) is used as the performance measure to evalu-
ate the retrieval performance. Since online users are usually
interested in the top ranked images only, we set 𝐼 as 20, 30,
40, 50, 60 and 70 for this study, similarly as in [23]. The
average precisions on Kodak and Corel datasets are shown
in Figure 5. We observe that decision stumps based on the
training data from the source domain (referred to as DS S)
generally outperform kNN. This is possibly because DS S
employs both positive and negative samples to train the ro-
bust classifier while kNN only utilizes the positive samples.
A visual example is shown in Figure 6. We use the key-

word“pool”to retrieve images from the Kodak dataset. Note
that this query is undefined in the concept lexicon of the Ko-
dak dataset. Our retrieval system produces 8 relevant im-
ages out of the top 10 retrieved images. One more example
for the concept “ruins” on the Corel dataset is also shown
in Figure 7(a), in which four correct images are initially re-
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Figure 5: Retrieval precision using kNN and de-
cision stumps on Corel dataset (4,999 images, 43
concepts) and Kodak dataset (1,358 videos, 21 con-
cepts).

trieved in the top 10 images. In the subsequent subsection,
we will show that our proposed Hybrid relevance feedback
method can significantly improve the retrieval performance
(See Figure 7(b)).

5.3 Retrieval with Relevance Feedback (RF)
In this subsection, we evaluate the performance of rele-

vance feedback methods. For fair comparison, we use DS S
to obtain the initial retrieval results for all the methods ex-
cept for the baseline kNN based RF method kNN RF and
A-SVM [36], which use kNN and SVM for initial retrieval
respectively. For CDRR, we empirically fix 𝐶 = 20.0, and
set 𝜆 = 0.02 for the first feedback round and 𝜆 = 0.04 for
the remaining rounds. In addition, we also observe CDRR
generally achieves better performance, if we respectively set
𝑦𝑇
𝑖 = 1 and 𝑦𝑇

𝑖 = −0.1 for positive and negative con-
sumer photos, when compared with the setting 𝑦𝑇

𝑖 = 1 and
𝑦𝑇
𝑖 = −1. We set 𝑦𝑇

𝑖 = −0.1 for negative images because
the negative images marked by the user in relevance feed-
back are top ranked images, namely, these images are not
the extremely negative images. In our Hybrid method, we
empirically fix 𝜌 as 30 and set 𝜖 as 14.0 and 10.8 for Kodak
and Corel datasets, respectively.
We compare our DS S+SVM T, CDRR and the Hybrid

method with the following methods:
1) kNN RF: The initial retrieval results are obtained by us-
ing kNN. In each feedback round, kNN is performed again on
the enlarged training set, which includes the labeled positive
feedback images marked by the user in the current and all
previous rounds, as well as the original 𝑛𝑝 positive samples
from photosig dataset obtained before relevance feedback.
The rank of each test image is determined based on the av-
erage distance to the top-300 nearest neighbors from the
enlarged training set.
2) SVM T: SVM have been used for RF in several existing
CBIR methods [23, 24, 37]. We train SVM based on the
labeled images in the target domain, which are marked by
the user in the current and all previous rounds. We set
𝐶 = 1 and 𝛾 in RBF kernel as 1

103
.

3) A-SVM: Adaptive SVM (A-SVM) is a recently proposed
method [36] for cross-domain learning as described in Sec-
tion 4.4.1. SVM based on RBF kernel is used to obtain the
initial retrieval results. The parameter setting is the same
as that in SVM T.
4) MR: Manifold Ranking (MR) is a semi-supervised RF
method proposed in [13]. The parameters 𝛼 and 𝛾 for this
method are set according to [13].
In real circumstances, the users typically would be reluc-

tant to perform many rounds of relevance feedback or anno-
tate many images for each round. Therefore, we only report
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Figure 6: Top-10 initial retrieval results for query ‘pool’ on Kodak dataset. Incorrect results are highlighted
by green boxes.

the results from the first four rounds of feedback. In each
feedback round, the top one relevant image (i.e., the highest
ranked image with the same semantic concept as the textual
query) is marked as a positive feedback sample from among
the top 40 images. Similarly, one negative sample is marked
out of the top 40 images. In Figure 7(b), we show top-10
retrieved images after 4 rounds of relevance feedback for the
query “ruins” on the Corel dataset. We observe that the
results are improved considerably after using our proposed
Hybrid relevance feedback algorithm. Figures 8 and 9 com-
pare different relevance feedback methods on the Corel and
Kodak datasets, respectively.
From these results, we have the following observations:

1) Our CDRR and DS S+SVM T outperform the RF meth-
ods kNN RF, SVM T and MR as well as the existing cross-
domain learning method A-SVM in most cases, because they
successfully utilize the images from both domains. By tak-
ing the advantages of DS S+SVM T and CDRR, our Hybrid
method generally achieves the best results. When compar-
ing our Hybrid approach with SVM T after the first round
of relevance feedback , the relative improvements are no less
than 18.2% and 19.2% on Corel and Kodak datasets, respec-
tively. Moreover, the retrieval performance of our CDRR,
DS S+SVM T and the Hybrid method increase monoton-
ically with more labeled images provided by the user in
most cases. For CDRR, we believe that the retrieval perfor-
mance can be further improved by using non-linear function
in CDRR. However, it is a non-trivial task to achieve the
real-time retrieval performance with RBF kernel function,
which will be investigated in the future.

2) The retrieval performances of kNN RF are almost the
same, even after 4 rounds of feedback, possibly because the
limited number of user-labeled images in the target domain
cannot influence the average distance from the nearest neigh-
bors and kNN’s inability to utilize negative feedbacks;

3) For SVM T, the retrieval performances sometimes drop
after the first round of RF, but increase from the second
iteration. The explanation is that SVM T trained based on
a limited number of labeled training images is not reliable,
but its performance can improve when more labeled images
are marked by the user in the subsequent feedback iterations.

4) The performance of A-SVM is slightly improved after us-
ing RF in most cases. It seems that the limited number of
labeled target images from the user are not sufficient to fa-
cilitate robust adaptation for A-SVM. We also observe that
initial results of A-SVM is better than DS S on the Kodak
dataset because of the utilization of SVM for initialization.
However, as shown in Section 5.4, it takes more than 10
minutes to train an SVM classifier, making it infeasible for
the practical image retrieval application.

5) Semi-supervised learning method MR can improve the
retrieval performance only in some cases on Kodak dataset,
possibly because the manifold assumption does not hold well
for unconstrained consumer images.

5.4 Running Time
We report the average running time of our system for the

initial retrieval and RF in Table 1 and Table 2, respectively.
The experiments are performed on a server machine with
dual Intel Xeon 3.0GHz Quad-Core CPUs (eight threads)
and 16GB Memory. Our system is implemented in C++.
Matrix and vector operations are performed using the Intel
Math Kernel Library 10.0. In this work, each decision stump
classifier can be trained and used independently. Therefore,
we also use the simple but effective parallelization scheme,
OpenMP, to take advantages of multiple threads. In Table 1
and 2, we do not consider the time of loading the data from
the hard disk because the data can be loaded for once and
then used for subsequent queries.
As shown in Table 1, for our method, the average running

time of the initial retrieval for all the concepts is about 8.5
seconds with single thread and 2 seconds with 8 threads. As
can be seen from Table 2, the RF process of DS S+SVM T
and CDRR is very responsive, because we only need to train
SVM with less than 10 training samples for DS S+SVM T
or solve a linear system for CDRR (See Eq. (6)). In practice,
DS S+SVM T, CDRR and the Hybrid method all take less
than 0.1 seconds per round. Therefore, our system is able to
achieve real-time retrieval. All the other methods, except for
A-SVM, can also achieve real-time retrieval. Similarly as in
[36], we train an SVM classifier based on RBF kernel to ob-
tain the initial retrieval result for A-SVM. While the initial
retrieval performance of A-SVM is better than DS S on the



(a)

(b)

Figure 7: Top-10 retrieval results for query “ruins” on Corel dataset. (a) Initial results; (b) Results after
4 rounds of relevance feedback (one positive and one negative images are labeled in each round). Incorrect
results are highlighted by green boxes.
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Figure 8: Retrieval results after relevance feedback
(one positive and one negative feedbacks per round)
on the Corel dataset (4999 images, 43 concepts).

Kodak dataset, it takes 610.9 s. In the relevance feedback
stage, the target classifier is adapted from the initial SVM
classifier. Its speed is also very slow (about 26 seconds per
round), making it infeasible for interactive photo retrieval.

6. CONCLUSIONS
By leveraging a large collection of web data (images ac-

companied by rich textual descriptions) and WordNet, we
propose a quasi real-time textual query based personal photo
retrieval system, which can retrieve consumer photos with-
out using any intermediate image annotation process. For a
given textual query, our system can automatically and effi-
ciently retrieve relevant and irrelevant web images using the
inverted file method and WordNet. With these retrieved
web images as the training data, we apply two efficient and
effective classification methods, kNN and asymmetric bag-
ging with decision stumps for fast consumer photo retrieval.
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Figure 9: Retrieval results after relevance feedback
(one positive and one negative feedbacks per round)
on the Kodak dataset (1,358 images, 21 concepts).

We also propose three novel relevance feedback methods,
namely DS S+SVM T, CDRR, and the Hybrid approach
by utilizing the pre-learned auxiliary decision stump ensem-
ble classifier and the feedback images to effectively improve
the retrieval performance at interactive response time.
Extensive experimental results on Corel and Kodak photo

datasets clearly demonstrate that our Hybrid approach re-
quires an extremely limited amount of feedback from the
user and it outperforms other popular relevance feedback
methods. Our proposed system can also retrieve consumer
photos with a textual query that is not included in the pre-
defined lexicons.
Our current system used the simple decision stump clas-

sifier as the source classifier in order to achieve (quasi) real-
time response. Some efficient linear SVM implementations
(e.g., LIBLINEAR) may be also used in our system. In addi-
tion, non-linear functions may be also employed in CDRR to



Method DS S kNN
# Threads 1 8 1 8

Time (in Sec.) 8.528 2.042 3.265 0.913

Table 1: Average CPU time of initial retrieval.

Method DS S+SVM T CDRR Hybrid
Time 0.056 0.052 0.097

Method MR SVM T A-SVM
Time 0.051 0.054 26.179

Table 2: Average CPU time (in Sec.) of relevance
feedback (per round) with one single thread.

further improve the performance of our system. The above
issues will be investigated in the future.
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